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Abstract 
 

In estimating population means for a study variable from random sampling, it is often possible to 

reduce the bias and improve the efficiency of estimators by including known data on an auxiliary 

variable which is correlated with the study variable. Non-response is a common problem that 

occurs when estimating values of variables by random sampling as it can increase the bias and 

reduce the efficiency of estimators. In this paper, we propose a new family of estimators for 

population means of a study variable when non-response occurs in the sampling of the study 

variable and when information on an auxiliary variable is either known or can be obtained by 

non-response sampling. The asymptotic properties of the proposed estimators such as bias, mean 
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square error (MSE), and minimum mean square error have been derived up to a first order 

approximation. A numerical study of the new estimators shows that they are more efficient than 

other existing estimators. 

Keywords 

Family of estimators, Auxiliary variable, Non-response, Mean square error 

______________________________________________________________________________ 

1.  Introduction 

  In statistics, if a study variable y is correlated with an auxiliary variable x, then 

estimators of properties of the auxiliary variable can be used to improve the precision of 

estimators for the study variable. For example, Cochran (1940) used the population mean of an 

auxiliary variable to develop a ratio estimator to improve the estimator for population mean of a 

study variable, whereas Robson (1957) and Murthy (1964) used the population mean of an 

auxiliary variable to develop a product estimator to improve the estimator of a study variable.   

  Searls (1964) used the known coefficient of variation 𝐶𝑦 of a study variable y to 

improve the estimator of the population mean for that study variable. Searls’s estimator 
Sy  for 

the population mean Y  is given by 

     0

Sy a y ,  (1) 

where y is the sample mean of study variable y, 
1

2
0 1 ya C


  
 

 and   is a constant.  Searls 

showed that for simple random sampling without replacement, the bias and MSE of (1) are given 

by 

2
0( ) ySBias y a C Y


   .    (2) 

22
0( ) ySMSE y a C Y


  (3) 

and that (3) gives a smaller mean square error than the conventional unbiased estimator. 

  Sisodia and Dwivedi (1981), Pandey and Dubey (1988) improved the efficiency of ratio 

and product estimators, respectively, by using the known population coefficient of variation of 

an auxiliary variable.  Singh et al. (1973) improved the efficiency of estimators of a study 
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variable by using the known coefficient of kurtosis of an auxiliary variable, while Upadhyaya 

and Singh (1999) used the coefficients of variation and kurtosis of an auxiliary variable (see e.g., 

Soponviwatkul and Lawson (2017)).  Khoshnevisan et al. (2007) proposed a general family of 

estimators for population mean of a study variable based on known population properties for an 

auxiliary variable.  They assumed that all sample estimators were obtained from full response 

sampling.  The Khoshnevisan et al. (2007) estimator is as follows: 

 
( ) (1 )( )

 
        

g

k

aX b
T y

ax b aX b
,     (4) 

 

where y  is the sample mean of study variable.  The known auxiliary variable information 

included in (4) are the sample mean x , the population mean X  , and  0a   and b  which are real 

numbers or functions of known auxiliary parameters.  The constants   and g are real numbers 

which are to be determined.   

 A major problem with sampling is non-response, which can cause unbiased full-

response estimators to be biased.  Hansen and Hurwitz (1946) first suggested that sub-sampling 

of non-responding groups could be used to develop an unbiased estimator for the population 

mean by combining the available information from responding and non-responding groups. 

Hansen and Hurwitz (1946) used random sampling without replacement (SRSWOR) to select a 

sample of size n  from a population of size N .  Then, if 1n  units respond and 2n  units do not 

respond, they selected a sub-sample of size 1
2( ); 1r n k k   from the non-responding sample and 

conducted  personal interviews on this sub-sample to obtain information about study variable y. 

Hansen and Hurwitz (1946) then estimated the population mean Y  from the sample means 1y  

and 2y
  of the responding sample and the sub-sample of the non-responding sample by the 

estimator 

*

1 21 2y w y w y


  ,    (5) 

Hansen and Hurwitz showed that the estimator (5) is unbiased and that the variance is: 

      
* 2 * 2

(2)( ) y yV y S S   , (6) 
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where ( ) / ,N n Nn    *
2 ( 1) / ,w k n   / ;( 1,2),i iw n n i  2 2

(2)( , )y yS S are the population variance of 

the study variable y and the population variance of the non-responding group under study 

variable y.  

The method of Hansen and Hurwitz (1946) uses sample information from the study 

variable only.  Khare and Srivastava (1993, 1995), Khare and Kumar (2009), Khare and Rehma 

(2015),  Rachokarn and Lawson (2017a, b, c) have applied the method of Hansen and Hurwitz 

(1946) first to improve non-response estimators for auxiliary variables and then to improve non-

response estimators for study variables based on the non-response auxiliary variable estimators.  

In the present study, we first generalize the Searls type estimator (see equation (1)) to 

non-response sampling by using the Hansen and Hurwitz method to obtain a non-response 

estimate of the mean of the study variable.  Then, by generalizing the Khoshnevisan et al. (2007) 

estimator (see equation (4)), we develop an improved family of population non-response 

estimators for a study variable by including non-response estimators of an auxiliary variable.  

Expressions for the bias and mean squared error of the proposed estimators have been obtained 

and the performance of the new estimators has been compared with the performance of previous 

estimators. 

2. Proposed Estimators 

In this section, we propose an improved estimator of population mean Y  of a study 

variable assuming that non-response occurs only in the study variable and that the population 

mean of an auxiliary variable is known.   The proposed estimator is as follows:  

* *

1Sy a y ,(7) 

where 1a  is a constant and 
*

y is the sample mean obtained as in equation (5) by using the Hansen 

and Hurwitz (1946) non-response sampling method.  The value of 1a , for which the 
*

( )SMSE y will 

be minimum is given by: 

1
2 2

(2)*
1( .) 2 2

1 ,


 
   
  

y y

opt

S SN n
a

Nn Y Y

(8) 
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When 
22 /yS Y  and 

22
(2) /yS Y  do not differ significantly, one can approximate 

22 2
(2) / y yS Y C  and 

neglect the terms of order 1/ N , as follows 

1
2

*
1( .) 1 (1 )

y
opt

C
a

n


 
    
  

.(9) 

Therefore, the new proposed estimator 
*

Sy  for estimating population mean  Y  is .  

1
2

* **1 (1 )
y

S

C
y y

n


 
   
  

,      (10) 

which is of the ratio estimator type.  The bias and MSE of (10) can be shown to be 

*

2( ) (1 )SBias y A Y  .     (11) 

2
* * 2

1 2 (2)( ) (1 ) (1 2 )
y

yS

S
MSE y A A S

n
     , (12) 

Where 
2

2 *2
1 [1 ]

yC
A n

n
   ,

2

*
2 [1 ]

yC
A n

n
   . 

Based on the new estimator in (10) and the Khoshnevisan et al. (2007) estimator in 

equation (4)., we propose a family of improved non-response estimators for population mean Y  

as follows: 

    
*

( ) (1 )( ) 

 
  

     

g

S

aX b
T y

ax b aX b
,(13) 

where 
*

Sy is defined in (10) and the remaining variables are defined in (4).   

  We now study the bias and error of the proposed ratio-type estimators in (13) for large 

samples. We assume that the errors 
**

0 ( ) / e y Y Y  and 1 ( ) / ,e x X X   are sufficiently small to 

justify using a Taylor series expansion.  We use the following notation: *2 2 * 2
0 (2)( ) ,y yE e C C  

2 2
1( ) ,xE e C  *

0 1( , ) yxE e e C  . 

To first order, the bias and MSE of the estimator, T , are given by 
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2 2 2

2 2

( 1)

( ) (1 ) 2
x

yx

g
g C

Bias T A Y Y A

g C

  
   

     
     

.(14) 

 2 2 2 2 2
2 2

2 2
* 2

(2)

2
( ) (1 2 ) 2

y x yx

y

C g C g C
MSE T A Y Y A

C

      
   
  

,(15) 

where / ( ),aX aX b  
22 2 / ,x xC S X

22 2 / ,y yC S Y / ,yx yxC S Y X yx yx y xS S S . 

The minimum ( )MSE T  is obtained for the value of 1 /opt g   , where 1 /  yx y xC C . 

Therefore, the minimum mean square error of the ratio estimator,T , is given by 

2 2
2 2

min 2 2* 2
(2)

(1 )
( ) (1 2 ) 2

y yx

y

C
MSE T A Y Y A

C

 



 
   
  

.      (16) 

3.  Examples of the Proposed Estimators  

Some examples of the proposed estimators are shown in Tables 1 and 2 for selected 

values of the constants and variables in (13).  The estimators in Table 1 are of the ratio type and 

the estimators in Table 2 are of the product type. 

 

Table 1: Examples of the proposed ratio estimatorsT  

Ratio estimators   a  b  

*

1 / 
 ST y X x  1 1 0 

*

2 ( ) / ( )x xST y X x    
 

 1 1 x  

*

3 ( ) / ( )x xST y X C x C   
 

 1 1 xC  

*

4 1 1( ( )) / ( ( ))ST y X x x x    
 

 1 1 1( )x  

*

5 2 2( ( )) / ( ( ))ST y X x x x    
 

 1 1 2 ( )x  

 

Up to first order, the bias and MSE of the ratio estimators in Table 1 are: 

When i=1; 
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2
2 2( ) (1 ) ( )i x yxBias T A Y C C Y A     

 
.(17) 

 
2 22 2 * 2

2 (2) 2( ) (1 2 ) 2 2i y x yx yMSE T A Y C C C C Y A       
 

.(18) 

When i=2,…,5; 

 2 2
2 ( 1) ( 1) 2( ) (1 )i i x i yxBias T A Y C C Y A 

      
 

.   (19)

 2 2 2
2 2( 1) ( 1)

2 2
* 2

(2)

2
( ) (1 2 ) 2

y i x i yx

i

y

C C C
MSE T A Y Y A

C

 
     
   
  

.(20) 

 

Table 2: Examples of the proposed product estimatorsT  

Product estimators   a  b  

*

6 /ST y x X 
 

 1 1 0 

*

7 ( ) / ( )x xST y x X    
 

 1 1 x  

*

8 ( ) / ( )x xST y x C X C   
 

 1 1 xC  

*

9 1 1( ( )) / ( ( ))ST y x x X x    
 

 1 1 1( )x  

*

10 2 2( ( )) / ( ( ))ST y x x X x    
 

 1 1 2 ( )x  

Up to first order, the bias and MSE of the product estimators in Table 2 are: 

When j=6; 

2 2( ) (1 )j yxBias T A Y C Y A      .(21) 

 
2 22 2 * 2

2 (2) 2( ) (1 2 ) 2 2j y x yx yMSE T A Y C C C C Y A       
 

.(22) 

When j=7,…,10; 

2 ( 6) 2( ) (1 )j j yxBias T A Y C Y A
      .(23) 
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 2 2 2
2 2( 6) ( 6)

2 2
* 2

(2)

2
( ) (1 2 ) 2

y j x j yx

j

y

C C C
MSE T A Y Y A

C

 
     
   
  

,(24) 

where 1 / ( )xX X   , 2 / ( )xX X C   , 3 1/ ( ( ))X X x   , 4 2/ ( ( ))X X x   . 

4. Efficiency Comparisons 

We compare the efficiency of the new estimators T with respect to other relevant 

estimators. 

*

min( ) ( )SMSE y MSE T if 2 2 2
1 2(1 ) (1 2 ) (1 ) 0y y yxA C A C      (25) 

1 min( ) ( )MSE T MSE T if 2( ) 0x yx yC C  (26) 

min( ) ( ); 2,...,5iMSE T MSE T i  if 2
( 1)( ) 0i x yx yC C    (27) 

6 min( ) ( )MSE T MSE T  if 2( ) 0x yx yC C  (28) 

min( ) ( ); 7,...,10jMSE T MSE T j   if 2
( 6)( ) 0j x yx yC C    (29) 

When conditions (25) to (29) are satisfied, one can infer that the proposed estimator T  is more 

efficient than other existing estimators. 

5. Numerical illustrations 

For numerical illustration, we use data in Khare and Sinha (2009) based on a population 

census of 96 rural villages in West Bengal, India in 1981.  In their study, Khare and Sinha (2009) 

assumed that the study group was the number of agricultural laborers in a village and that the 

auxiliary data was the area of a village.   They divided the 96 villages into a response group and 

a non-response group with the non-response group being 25% of villages with area greater than 

160 hectares.  The values of the parameters in the Khare and Sinha study were as follows: 

96,N  24,n  2 3,  6,  10,n 137.93,Y  144.87,X  2 0.25,W  182.50,yS  (2) 287.42,yS  0.81,xC  (2) 0.94,xC 

0.77,yx  (2) 0.72,yx  1( ) 0.55,x  2 ( ) 3.06x  . 

Table 3 shows a comparison of the percentage relative efficiency (PRE) of our proposed 

estimators with respect to 
*

y  for different values of the Hansen and Hurwitz non-response 

parameter k  with the PRE of some other estimators. 
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Table 3: PREs of the new estimators T with respect to 
*

y  

Estimator 
1 / k  

Estimator 
1 / k  

1/2 1/3 1/4 1/2 1/3 1/4 

*
y  

100.00 

(1901.36) 

100.00 

(2761.88) 

100.00 

(3622.41) 
6T  

132.48 

(1435.17) 

120.18 

(2298.18) 

114.60 

(3160.85) 

1T  
115.82 

(1641.58) 

110.27 

(2504.75) 

107.57 

(3367.58) 
7T  

165.63 

(1147.98) 

137.34 

(2011.05) 

126.05 

(2873.77) 

2T  
111.20 

(1709.90) 

107.34 

(2573.05) 

105.43 

(3435.86) 
8T  

132.85 

(1431.21) 

120.38 

(2294.22) 

114.75 

(3156.89) 

3T  
115.79 

(1642.04) 

110.25 

(2505.22) 

107.55 

(3368.04) 
9T  

132.73 

(1432.48) 

120.32 

(2295.49) 

114.70 

(3158.16) 

4T  
115.80 

(1641.90) 

110.25 

(2505.07) 

107.56 

(3367.89) 
10T  

133.85 

(1420.52) 

120.95 

(2283.53) 

115.14 

(3146.20) 

5T  
115.70 

(1643.35) 

110.19 

(2506.52) 

107.51 

(3369.34) 
T  

215.83 

(880.97) 

158.36 

(1744.09) 

138.96 

(2606.87) 

* MSE (.). 

From Table 3, the proposed estimator T  which uses the coefficient of variation of the 

study variable was more efficient than all other estimators. Moreover, the table also shows that 

the PRE decreases as k  increases 

6. Conclusion 

A new estimator for population means by adjusting Searls (1964)’s estimator using the 

idea of Hansen and Hurwitz (1946) was suggested. Moreover, we proposed an efficient general 

family of estimators to estimate population mean by adjusting Khoshnevisan et al. (2007)’s 

estimator when non-response occurs in the sampling of the study variable and when information 

on an auxiliary variable is either known or can be obtained by non-response sampling. The 

asymptotic properties of the proposed estimators such as bias, mean square error  under study 

conditions were obtained and studied. In conclusion, the numerical illustration revealed that the 

efficiency of the new family of estimators was apparently better than other existing estimators.  

Therefore, one can recommend that the new estimators can be used in practice when 

nonresponse occurs on the variable of interest y only, while the information on an auxiliary 

variable is known. However the values of auxiliary variable x are not always available therefore 
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in future research we should extend our study to include cases where the parameter of auxiliary 

variable x is not known. 
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